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SUMMARY 
A randomized response procedure is proposed which has the benefit of simplicity over that 
of Mangat and Singh. Conditions are obtained under which the proposed strategy is better 
than those of Warner or Mangat and Singh. 
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1. INTRODUCTION 

To procure trustworthy data for estimating ir, the proportion of a population having a 
sensitive attribute A say, Warner (1965) introduced a procedure called the 
randomized response (RR) technique. Subsequently, several other workers have 
suggested various alternative RR strategies (see Hedayat and Sinha (1991) for a 
review). Recently, Mangat and Singh (1990) proposed a two-stage RR procedure. 
Their method, requiring the use of two randomized devices, makes the interview 
procedure a little cumbersome. This motivated the author to consider a relatively 
simple RR strategy. The situation where the respondents are not completely truthful 
in their answers has also been considered. 

2. METHOD PROPOSED 

Each of n respondents, assumed to be selected by equal probabilities with 
replacement sampling, is instructed to say 'yes' if he or she has the attribute A. If he or 
she does not have attribute A, the respondent is required to use the Warner 
randomization device consisting of two statements: 

(a) 'I belong to attribute A' and 
(b) 'I do not have attribute A', 

represented with probabilitiesp and I -p respectively. Then he or she is to report 'yes' 
or 'no' according to the outcome of this randomization device and the actual status 
that he or she has with respect to attribute A. The whole procedure is completed by the 
respondent unobserved by the interviewer. The probability of a yes answer for this 
procedure is given by 

a = Xr + (l-ir)(l-p). 

tAddressfor correspondence: Department of Plant Breeding, Punjab Agricultural University, Ludhiana 141004, 
India. 
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Since the yes answer may come from respondents in both group A and group not-A, 
the confidentiality of the person reporting yes will not be violated. However, the 
individuals reporting 'no' will always come from group not-A. Since it is assumed that 
belonging to group not-A does not carry any perceived stigma, the respondents are 
assumed not to object to the procedure. 

The maximum likelihood estimator of 'r for the proposed procedure can be easily 
seen to be 

7rm= (1+p)/p, 

where &^ is the observed proportion of yes answers obtained from the n sampled 
individuals. 

Since (x follows the binomial distribution B(n, a), the estimator *m is unbiased for 
7r. This leads simply to the following result. 

Theorem 1. The variance V(rm) and its unbiased estimator v(*m) are respectively 
given by 

V(jm) = r(1-x)/n + (1-wr)(1-p)/np (2.1) 

and 

V(Wm) = (I - a!)l(n-I)p 

2.1. Efficiency Comparison 
On using equation (2.3) of Mangat and Singh (1990) and equation (2.1) of this 

paper, we arrive at a result stated in the following theorem. 
Theorem 2. The proposed estimator *m will be more efficient than the Mangat 

and Singh (1990) estimator if 

7 > I - p(l - T){1 -(1 -T)(l)} P)) P 9 0.5, (2.2) 
ii> 1 {12p -1+ 2T(I1-p)}2 

9 

'O5 22 
where Tis the probability representing the sensitive attribute in their first device andp 
is as above. Once the investigator has decided the values ofp and T, it is easy to verify 
inequality (2.2) by using a prior guess about the value of 7r from an earlier study or 
pilot survey. On putting T= 0, for which Mangat and Singh's (1990) result reduces to 
Warner's (1965) result, in inequality (2.2), we obtain the following. 

Theorem 3. The proposed strategy is more efficient than that of Warner (1965) if 
X > 1 - { p/(2p _ 1)}2, 

which always holds forp > T3 

3. INCOMPLETELY TRUTHFUL REPORTING 

Let T3 be the probability that the respondents belonging to the sensitive class report 
the truth. The respondents in the non-sensitive group have no reason to tell a lie. The 
probability of yes answers for the proposed procedure thus becomes 

, = wT3 + (l-7r)(1-p). 
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Here, the estimator *m is biased with magnitude of bias given by 
B(*m) = 1r(T3-l)/p. 

Then we have the following theorem for which the proof is straightforward. 
Theorem 4. The mean-square error of the estimator *m is given by 

MSE(*m) ['rT3(1 -XT3) + (1 -ir)(1 -p){(1 - (1 - w)(1 -p) - 2xT3} 

+ {(T3 _ 1)}2] /p2. (3.1) 

This expression can be compared with expressions (1.3) and (3.3) of Mangat and 
Singh (1990) for an efficiency comparison based on the minimum mean-square error. 

ACKNOWLEDGEMENTS 
The author is grateful to the referee and Professor Ravindra Singh, for their 

valuable comments and suggestions. 

REFERENCES 

Hedayat, A. S. and Sinha, B. K. (1 991) Design and Inference in Finite Population Sampling. New York: 
Wiley. 

Mangat, N. S. and Singh, R. (1990) An alternative randomized response procedure. Biometrika, 77, 
439-442. 

Warner, S. L. (1965) Randomized response: a survey technique for eliminating evasive answer bias. 
J. Am. Statist. Ass., 60, 63-69. 

This content downloaded from 152.14.136.96 on Wed, 29 Jan 2014 23:02:18 PM
All use subject to JSTOR Terms and Conditions

http://www.jstor.org/page/info/about/policies/terms.jsp

	Article Contents
	p. [93]
	p. 94
	p. 95

	Issue Table of Contents
	Journal of the Royal Statistical Society. Series B (Methodological), Vol. 56, No. 1 (1994), pp. 1-283
	Front Matter [pp. ]
	Report of the Editors [pp. 1]
	Approximate Bayesian Inference with the Weighted Likelihood Bootstrap [pp. 3-48]
	Heterogeneity in Models for Bivariate Survival: The Importance of the Mixing Distribution [pp. 49-60]
	Estimation in Generalized Mixed Models [pp. 61-69]
	A Note on Nonparametric Estimation of the Distribution Function from Interval-Censored and Truncated Observations [pp. 71-74]
	The Linear Spatial-Temporal Interaction Process and Its Relation to 1/ω-Noise [pp. 75-91]
	An Improved Randomized Response Strategy [pp. 93-95]
	Characterizing Surface Smoothness via Estimation of Effective Fractal Dimension [pp. 97-113]
	Prequential Level of Impossibility with Some Applications [pp. 115-123]
	Adjusted Versions of Profile Likelihood and Directed Likelihood, and Extended Likelihood [pp. 125-140]
	Parameterization of Continuous Time Autoregressive Models for Irregularly Sampled Time Series Data [pp. 141-155]
	Certain Characterizations of Exponential and Geometric Distributions [pp. 157-160]
	Completely Randomized Designs for Comparing Dual with Single Treatments [pp. 161-165]
	On Estimating Linear Relationships when Both Variables are Subject to Errors [pp. 167-183]
	Adjusted versus Conditional Likelihood: Power Properties and Bartlett-Type Adjustment [pp. 185-188]
	Robust Methods for Recursive Autoregressive Moving Average Estimation [pp. 189-207]
	Bounded Influence Rank Regression [pp. 209-220]
	Affine Invariant Multivariate One-Sample Sign Tests [pp. 221-234]
	Affine Invariant Multivariate Multisample Sign Tests [pp. 235-249]
	Nonparametric Estimation of Component Lifetime Based on Masked System Life Test Data [pp. 251-259]
	On the Convergence of Monte Carlo Maximum Likelihood Calculations [pp. 261-274]
	Grouping Corrections for Circular Goodness-of-Fit Tests [pp. 275-283]
	Back Matter [pp. ]



