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Abstract—This paper proposesa new approachto teach-
ing computer architecture by placing an explicit emphasis
on circuit and VLSI aspects.This approachhas the poten-
tial to enhancethe teaching of both architecture and VLSI
classes,to impr ove collaboration betweenCS and ECE de-
partments and to lead to a better understanding of the cur-
rent difficulties facedby microprocessordesignersin indus-
try .
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I. INTRODUCTION

Theteachingof computerarchitecturetypically focuses
on theinteractionof instructionsetarchitecture(ISA), in-
structionsperclock cycle (IPC),andprocessorclock rate.
Yet the circuit-designexigenciesthat profoundly impact
theimplementationof architecture-level conceptsoftenre-
ceive little consideration.For example,the popularHen-
nessyandPattersontextbooks[1], [2] andothers,despite
their many strengths,have very limited informationabout
logic and circuit issues. On the other hand, the VLSI
anddigital integratedcircuit textbooks[3], [4] rarelycon-
sider the implicationsof their methodsfor microproces-
sor designat thearchitecturelevel. This division is often
perpetuatedby traditional academicboundaries. In this
paper we make the casethat a new course is needed
that crossestheseboundariesand teachescomputer ar-
chitecture with an explicit VLSI perspective and vice-
versa.

A. Whyteaching computerarchitecture with a VLSI per-
spective

Teachingcomputerarchitecture,asany otherdiscipline,
is differentfrom schoolto school,but therehave beenat-
temptsto unify it, either in an informal, grassrootsway,
e.g., by theincreasedpopularityof sometextbooksthatare
widely adoptedanddominatethefield; or in a formal way
by the different accreditationmechanisms,e.g., ABET,
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CSAB,andthecreationandpublicationby IEEE/ACM of
genericcurricula for ComputerScienceandEngineering
degrees.1 In sucha proposedcurriculum,themaincom-
puterarchitectureconceptsarecoveredin a “core” class,
CS 220 - ComputerArchitecture,with moredetailedmi-
croarchitectureand circuit issuesbeing left to the non-
core, “advanced”classes,CS 320 - AdvancedComputer
Architecture andCS 323 - VLSI development. We agree
that not all studentscan, or should, learn all the details
normallypresentedin thesethreeclasses,but wealsothink
thatit is importantto teachthemicroarchitectureandVLSI
aspectstogether for thosestudentsthat elect to learn the
advancedconceptsand preparefor careersas micropro-
cessorarchitectsor circuit designers.In brief, we propose
thecreationof a combinedclass,CS320/323- Advanced
ComputerArchitecture: a VLSIPerspective, seefigure1.

Suchaclasswouldbeusefulfrom many pointsof view.
First, it breaksthe artificial boundarybetweenmicroar-
chitectsand circuit designers. Both in industry and in
academia,such differencesclearly exist but are mostly
detrimental. Whenarchitectsdo not have a goodunder-
standingof VLSI/circuit issues,they maytake unwisede-
cisionsthat penalizeoverall costandperformance;when
circuit designersdon’t understandtheoverall architecture,
they cannotfully takeadvantageof thedegreesof freedom
in designor exploit synergistic designchoicesacrossmul-
tiple levelsof abstraction.A courselike CS320/323- Ad-
vancedComputerArchitecture: a VLSIPerspectivewould
preparestudentswith acomplex view of botharchitecture
andcircuit aspects.

Second,the classwould alsohelp asa bridgefor aca-
demic programsin ComputerScience,ComputerEngi-
neeringandElectricalEngineering.A quicksearchof dif-
ferentexisting classesandprogramsat differentuniversi-
ties revealsthat ComputerArchitectureclassesaremany
timestaughtin bothCSandECEdepartments,with more
of them on the CS side, while VLSI classesare mostly
taughtin ECE andEE departments,with few CS depart-
mentsofferingthem.Thisis exactlythecaseattheUniver-
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sity of Virginia, wheretherearetwo classesin Computer
Architecture,onein theCS, theotherin theECE depart-
ment, but only one VLSI class,in the ECE department.
A courselike CS 320/323- AdvancedComputerArchi-
tecture: a VLSIPerspectivewould beequallyattractive to
bothCSandECEstudentsanddepartments.

The third and final point is that such a classwould
bring new ideasandexcitementinto teachingboth Com-
puter Architectureand VLSI. While in industry the em-
phasison circuit designaspectsis clearly requiredfor the
high-performancemicroprocessorsof todayandtomorrow
(assupportedby the many publicationsat ISSCCandin
JSSC),this trendis not yet fully reflectedin thecomputer
architectureclassesbeingofferedin academia.Thesitua-
tion with theVLSI classesis evenmoreseriousasvery lit-
tle progresshasbeenmadein theteachingVLSI sincethe
seminaltextbookby MeadandConnway. Eventhenewest
VLSI textbooksstill usethesamebottom-upapproachof
first presentingdevice physics,followed by simple logic
circuit design,combinationalandsequential,followed by
layoutandfinally a few casestudies[3], [4]. Suchanap-
proach,quite successfulin the past,hasbecomeslightly
datedasit clearlytargets“hard-core”ElectricalandCom-
puterEngineeringstudentsandis not interestingto most
ComputerSciencestudents.EventheVLSI textbooksfo-
cusingon ASIC designarenot appropriatefor micropro-
cessordesigners,whoneedabalancedapproachthatcom-
bines both customand semicustomdesignmethods. A
courselike CS 320/323- AdvancedComputerArchitec-
ture: a VLSIPerspectivewould make bothComputerAr-
chitecture,andespeciallyVLSI design,moreattractive to
awiderspectrumof studentsandgivethemgreaterbreadth
of training.

I I . COMPUTER ARCHITECTURE WITH A VLSI
PERSPECTIVE: A BIRD’ S EYE VIEW

The goal of the classis to give equalweight to both
computermicroarchitectureandcircuit designaspects.In
order to do this effectively the topics will be presented
in parallel,with architectureconceptsbeingusedto pro-
vide a “natural” way to introduceVLSI andcircuit design
concepts. Accommodatingboth architectureand VLSI
will necessarilyentailsacrificingsomematerialfromtradi-
tionaladvanced-architectureandVLSI syllabi. Ourphilos-
ophyis thatwith asoundtrainingin fundamentals,thede-
tails areeasilylearnedindependently. For example,once
thefundamentalsof branchpredictionandcachingareun-
derstood,studentscanasneededteachthemselvesthevar-
iousadvancedbranch-predictionandcachingschemes,as
well as variationslike value predictionand prefetching.
As anotherexample,oncethefundamentalsof [MIRCEA:

VLSI].
To minimize the needfor pre-requisites,the classwill

assumeonly asophomore-level assembly-languageandin-
troductorycomputer-organization courseaspre-requisite.
CS 320/323will startwith a quick overview of Architec-
ture(“ComputerArchitecture101”) andVLSI (“VLSI De-
sign101”) to introducethemainideas.

A. Overview: ProcessorArchitecture

Theoverview of processorarchitecturetopicswill start
with a classic,single-issue(scalar)processor. We plan to
usea modernembeddedprocessorexample,like theDigi-
tal StrongArm,or its successor, theIntel XScale.Thiswill
includethe basicoperationsof instructionfetch, instruc-
tion decode,registerfile access,integerandfloating-point
execution,andresultwriteback. In a genericfashion,we
will alsointroducethe notionsof pipelining andpipeline
control, result forwarding, instruction and data caches,
control and datahazards,exceptions,etc. The quantita-
tive evaluationof performancethroughbenchmarkingand
simulationwill alsobeintroducedhere.

B. Overview: VLSIdesign

The overview of basicVLSI designconceptswill start
with abrief introductionof active devicebehavior andcir-
cuits,first at theswitchlevel andonly laterwith morede-
tailed analysisandcircuit-level modelingandsimulation.
Next we will touchon combinationalvs. sequentiallogic
andcircuits,staticvs. dynamiccircuit concepts,andbasic
ideasof possibledesignflows,includingcustom,semicus-
tom,andfully automated.Wealsobriefly touchontheidea
of alayout,andthecorrespondingCAD stepsof floorplan-
ning,placementandrouting.

Following this quick introduction the coursewill get
into moredetaileddiscussionof eachprocessorarchitec-
turetopicandits “associated”VLSI circuit concept.There
will beaclearattemptto presentbotharchitectureandcir-
cuit issuesin a logicalmanner, in generalby following the
typical order of a processorpipeline for the architecture
concepts,andassociatingthe most importantandnatural
circuit issueto thearchitecture,suchthat therearefew or
no repetitionsandall theimportantaspectsarecovered.

I I I . INSTRUCTION FETCH AND DECODE:
COMBINATIONAL LOGIC DESIGN

The classicalprocessorpipelinestartswith instruction
fetchanddecode,soit is naturalto startourdetailedtreat-
menthereaswell. Sincecachesareusedbothfor instruc-
tion anddata,andsincememorystructuresarenot natu-
rally bestsuitedasa first introductionto circuit concepts,
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Fig. 1. New classonComputerArchitecturewith aVLSI perspectivewill combineelementsfrom “classical”ComputerArchitec-
tureclassesandfrom “classical”VLSI designclasses:A. typical5-stageprocessorpipeline,B. typicalsimplifiedmicroarchitecture,
C. typical VLSI conceptsat thelogic andcircuit levels.

we postponethe actualdiscussionof VLSI conceptsfor
memoriesto a latersection.

A. Architecture: InstructionFetch andDecode

Herewestartwith aquickdiscussionof instructionfor-
mats, the CISC vs. RISC debate,and how decodinga
RISC instructionset is “easy” comparedto a CISC. We
will useMIPSasanexampleRISCarchitecture(wewould
have usedAlpha,but now it is a “defunct” processorline)
and x86 as an exampleof CISC, thus covering both ex-
tremes.

B. VLSI: BasicCombinationalLogic

We can usedecodingas a typical exampleof combi-
national logic circuits, and use it to illustrate the most
importantcircuit designconcepts. We start with simple
static circuit techniques,including complementarystatic
CMOS,pass-transistorandpass-gatelogic, andshow how
they applyto simplelogic gateswith muxesanddecoders

as a typical example. We then explain the advantages
of complementarystaticCMOS(generalapplicability, ro-
bustness,regenerationof logic levels)aswell asits disad-
vantages(size,suboptimalperformance).We thenshow
that otherparticularlogic stylescanoutperformcomple-
mentaryCMOSin specialcases,andexemplify with pass-
transistor logic and pseudo-NMOSfor muxes and de-
coders.We postponethe issueof dynamiccombinational
circuit designto a futuresection.

C. VLSI: Layout

Herewe introducelayout techniquesandthe main fig-
uresof merit for VLSI circuits: performance(propagation
delay), area(cost), power dissipation,reliability, robust-
nessto noise,etc. We also introducethe notion of dig-
ital designas a trade-off amongthe possiblefigures of
merit. We show simplebottom-up“polygon pushing”de-
signsteps.



IV. PIPELINING: SEQUENTIAL LOGIC DESIGN

One of the most effective ways to increaseprocessor
performanceis to usepipeliningof thevariousoperations.
Thisprovidestheperfectmotivationfor lookingat thecir-
cuit designof sequentialcircuits.

A. Architecture: Pipelining

We first presentthe “classical” 4-stageand 5-stage
pipelines, demonstratethe increased throughput that
pipeliningachieves,andexplore thetradeoffs betweenla-
tency and throughputfor a pipelinedprocessor. We fol-
low upwith moreadvancedconceptslike superpipelining,
andshow thetrade-offs dueto anincreasein thework per
pipelinestagevs. overheaddueto latchoverhead.

B. VLSI: Floorplanning

Thesimpleexistenceof apipelinegivesa level of regu-
larity to thedesignthatcanbeusedfor top-down floorplan-
ning. Hereweexplaintheimportanceof blockadjacencies
for reducedarea(lessrouting)andincreasedperformance
(shorterwires).

C. VLSI: SynchronousSequentialCircuits

A pipelineis basedon the overlap(in time) of the dif-
ferentfunctions;this overlapcanbe achieved with either
synchronousor with asynchronousmethods.Virtually all
current processorsare synchronous,so we start by ex-
plainingsimplesynchronousdesignconceptssuchasset-
up andhold timesandpropagationdelay, edge-triggered
flip-flop vs. transparentlatchvs. pulsedregister, etc. We
presentsimplestaticCMOSimplementationsof suchflip-
flops,registersandlatches,thenintroducedynamiclogic,
followed by dynamicversionsof thesestateelementsfor
higherperformancebut alsohigherpower andlessnoise
immunity. Weexemplify with a few of themostimportant
typesof flip-flopsusedin severalmicroprocessors,includ-
ing TSPC,theEarlelatch,etc.

D. VLSI: Clocking

The issuesof clock generation,clock distribution and
their influenceon clock skew areexplained. We explain
the trade-offs for clock-spines,clock-planes,H-tree and
X-tree clock distribution schemes,aswell asthe notions
of centralizedand distributed clocking schemes. Here
we alsodiscussthe issueof optimally driving large loads
throughtheplacementandsizingof buffers.

E. VLSI: Low-PowerDesign

We explain thedifferencesbetweendynamicandstatic
power, power consumptionand power dissipation,etc.

Moreadvancedconceptsliketime-borrowing anddynamic
voltage/frequency scalingarealsopresentedhere,aswell
asclock-gatingandotherlow-powermethods.Wealsoin-
troducetheenergy-delayproduct.

F. VLSI: AsynchronousDesign

In order to provide a balancedview, we also present
asynchronousdesign conceptssuch as micro-pipelines,
wave pipelining,and“hybrid” methodssuchasglobally-
asynchronous,locally-synchronous approaches.We also
give the (few) exampleswheresuchmethodshave actu-
ally madeit into real commercialmicroprocessors(e.g.,
wave-pipeliningfor addressdecoders).

V. EXECUTION UNITS: DATAPATH STRUCTURES

After instruction fetch and decode,the next step in a
simple,scalar, processoris registerreadandexecution.We
postponediscussingregisterfile issuesto thenext section
anddiscussexecutionunitshere.

A. Architecture: Integer Execution

Herewe discussbriefly different issuesrelatedto inte-
gerdatapaths,especiallymicroarchitectureandlogic level
computerarithmeticalgorithms,including addition, sub-
traction,multiplication,division andtranscendentaloper-
ations.Two’scomplementnotationis introducedaspartof
this topic. Wealsobriefly explain MMX andothersignal-
processingenhancementtechniquesfor general-purpose
processors.

B. Architecture: Floating-Point Execution

We follow the integer datapathissueswith the more
complex issuesrelatedto FParithmetic,includingdatafor-
matslike IEEE.

C. VLSI: DatapathandComputerArithmetic

Herewe explorein moredepththedifferencesbetween
staticanddynamiccombinationallogic circuits, with the
higher performanceof dynamiclogic beingwidely used
for datapathcircuits. We thenpresentdifferentaddercir-
cuit styles (e.g. Kogge-Stone),multiplier circuit styles,
shifterstyles,etc.

D. VLSI: Placement

TheVLSI structurespresentedin previoussectionswere
moreor less“random” logic. For datapathcircuits there
is an obvious one-dimensionalregularity (the numberof
“bits”) that can, and should, be exploited as bit-sliced
design. Bit-slices are an example of regular placement
of logic along one dimension. Here we also discuss



aboutcustomandsemicustomdesignmethodologiesand
give examplesof customdatapathdesignandsemicustom
standard-cell-based randomlogic.

VI. CACHES AND REGISTER FILES: MEMORY DESIGN

Finally we presentcachesand data-arraystructures.
Cachesareusedfor instructionsanddata,while dataar-
raysareusedfor registerfiles,queues,etc.

A. Architecture: Caches

Westartby presentingissuesrelatedto cacheassociativ-
ity, first thetwo extremes,direct-mappedcacheandfully-
associativecache,followedby “in-between”caseslikeset-
associative cacheandCAM-RAM structures.Weconsider
the issuesof write-throughvs. write-back,fills andwrite
buffers.TLBs andgenericbuffersareothertypesof mem-
ory structuresthatarepresentedhere.As advancedtopics
we presentnon-blockingcachesandmulti-level cachehi-
erarchies.

B. Architecture: RegisterFiles

For registerfileswestartbypresentingarchitecturalreg-
istersandtheir implementation.We considermulti-porting
aswell assplit-phaseregisteraccess.

C. VLSI: MemoriesandData Arrays

In order to implementmemoriesand data arrayswe
presentthe main circuit building blocks. We start with
the row and column decoders,followed by memory-cell
design.Static/6Tvs. dynamic/1Tor 4T aswell asword-
linesandbitlines,precharging, for readandwrite arethen
discussed.Senseampdesignandissuesrelatedto leakage
andthresholdwrap-upthedesignaspects.We follow by a
brief discussionof defects,yield, andredundancy methods
(sparerowsandcolumnswith reconfiguration)for increas-
ing yield for memorystructures.

D. VLSI: Routing

Physicaldesignissuesfor memoriesareextremelyim-
portant, in particularthe issueof pitch-matchingfor the
varioussubsections.This is an exampleof self-routing
by abutmentwhichshows theimportanceof regularity for
VLSI design. Generalrouting for “random” logic is a
muchmoredifficult problem.

VII . PIPELINE CONTROL: STATE MACHINES

A. Architecture: PipelineControl

We first show how forwardingworks andhow the PC
getsupdated. We then introducebranchpredictionand
show how instructionsget “squashed”. As an advanced

topic we introducemultiple (in-order) issue-superscalar
and the associatedscoreboardingand contrastthis with
VLIW techniques.

B. VLSI: StateMachines

Herewe discussdifficultiesof longerpipelinesin terms
of forwardingcomplexity andmispredictionpenalty. We
introducePLAs asan alternative for combinationallogic
implementation.

VII I . VLSI: INTERCONNECT, BUSSES AND I /O

We presentmajor difficulties relatedto long intercon-
nect,RCandRLC delayissues,andrevisit buffer-insertion
to reducequadraticdelay. We alsoshow I/O designand
system-interconnectissues,including the needfor multi-
voltagedesign.

IX. WHEN THINGS GO WRONG: EXCEPTIONS,
VERIFICATION, TESTING

A. Architecture: Exceptions

An essentialpart of architectureis exceptionhandling.
We discussprecisevs. impreciseexceptions,explore the
challengesof exceptionhandlingfrom the ISA level, and
thenproceedto describetherequisitehardwarestructures.
We first presentinterrupt/traphardware,supervisormode,
exceptionsandtrap vectors. We thentracethe sequence
of stepsfor syscalltrap, I/O interrupt. For dealingwith
exceptionswhile alreadyhandlinganexceptionweexplain
the needfor interruptmasks,processorstatusword, etc.
As an advancedtopic we presentthe BIOS anddescribe
theprocessof bootstrappingthecomputer.

B. VLSI: Verification,Testing, andPackaging

We explain the issuesrelatedto verification and vali-
dation(makingsurethat the designis correct)aswell as
to testingandbuilt-in self test(BIST—makingsurethata
correctdesignis correctlyfabricated).Thenotionsof de-
fects,faultsanderrorsis exploredin moredetail. A brief
overview of manufacturing,packaging,binningisalsopre-
sentedhere.

C. VLSI: Powerdistribution

With reducedvoltagesand increasingpower, the cur-
rentsthat needto be distributedon chip areincreasingat
an alarmingrate. Here we discussissuesrelatedto IR-
drop,electromigration,andtheir influenceonperformance
andreliability. We briefly mentionaluminumandcopper
interconnectandSOI.



X. OUT-OF-ORDER EXECUTION: VLSI
METHODOLOGY

A. Architecture: Out-of-Order Execution,Register Re-
naming

Herewe explain the benefitsof out-of-orderexecution
(OOE)andtheneedfor renaming.Webriefly describeba-
sic OOEstructures(registerupdateunit vs. issuequeues,
etc.) as well as wakeup and selectlogic and renaming
logic.

B. VLSI: QueuesandVLSIMethodology

The issuequeuehasbecomeoneof the mostcomplex
structuresin a modernout-of-ordersuperscalarmicropro-
cessor. We choosetheissuequeueto do anin-depthanal-
ysis andexemplify with multiple casestudiesof real de-
signs. We usethis asa motivation for a look at different
designmethodologyalternativeswith theiradvantagesand
disadvantages.

XI. CONCLUSION

We have madethecasefor a classthat teachesproces-
sorarchitecturewith a VLSI perspective. We believe that
sucha classwould have a strongimpactin academiaand
will also betterpreparestudentsfor jobs aseitherarchi-
tectsor circuit designers.We expecttheclassto bequite
popularwith a wide spectrumof studentsin CSandECE
departments.Sincenocurrenttextbookusesthisapproach
we alsobelieve that therearesignificantopportunitiesfor
filling this void with a “new andimproved” textbook that
could be used,eitherfor teachingComputerArchitecture
with a VLSI perspective, or, alternatively, for teaching
VLSI for ComputerSciencestudents.
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